
Hacettepe Journal of
Mathematics & Statistics

Hacet. J. Math. Stat.
Volume 50 (5) (2021), 1292 – 1305

DOI : 10.15672/hujms.815694

Research Article

The Brauer indecomposability of Scott modules
with vertex Q2n × C2m

İpek Tuvay
Mimar Sinan Fine Arts University, Department of Mathematics, 34380, Bomonti, Şişli, Istanbul, Turkey

Abstract
We prove that the Scott module whose vertex is isomorphic to a direct product of a
generalized quaternion 2-group and a cyclic 2-group is Brauer indecomposable. This result
generalizes similar results which are obtained for abelian, dihedral, generalized quaternion,
semidihedral and wreathed 2-group vertices.
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1. Introduction
The goal of this paper is to prove that the Scott module whose vertex is isomorphic to a

direct product of a generalized quaternion 2-group and a cyclic 2-group is Brauer indecom-
posable. The Brauer indecomposability of Scott modules is an important notion because
it serves a key ingredient for the Scott module to realize a splendid Morita equivalence
between certain principal blocks with isomorphic defect groups (see [11–17,22]).

Let G be a finite group and k an algebraically closed field of characteristic p > 0.
For a finite-dimensional kG-module M , the Brauer construction M(Q) with respect to
Q has a natural kNG(Q)-module structure on it (see Section 11 of [21]). As defined in
[12], M is called Brauer indecomposable if ResNG(Q)

Q CG(Q)M(Q) is indecomposable or zero as
a k(Q CG(Q))-module for any p-subgroup Q of G.

There is a relationship between saturation of the fusion system FP (G) and Brauer
indecomposability of p-permutation kG-modules with vertex P , where P is a p-subgroup
of G. In fact, in Theorem 1.1 of [12] it is proved that, if M is a Brauer indecomposable
p-permutation kG-module with vertex P , then FP (G) is a saturated fusion system. The
converse of this theorem is not true in general (see Remarks in page 99 of [12]). However,
if M is the Scott kG-module with vertex P , there are results such that the converse
is shown to hold under some extra conditions. This is shown when P is an abelian p-
group ([12, Theorem 1.2]), P is a dihedral 2-group ([13, Theorem 1.3, Corollary 4.4]),
P is a generalized quaternion 2-group ([14, Lemma 2.2]), P is a semidihedral 2-group
([16, Theorems 1.1 and 1.2]), P is a wreathed 2-group ([17, Theorem 1.1]). The 2-groups
in the preceeding sentence have a common property that their 2-rank is at most 2, where
the 2-rank of a finite group is defined to be the largest elementary abelian subgroup of
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a Sylow 2-subgroup of this group. In this paper, we focus on another family of 2-groups
whose 2-rank is equal to 2. One of the main results of this paper is the following:

Theorem 1.1. Let P = Q2n × C2m where n ≥ 3 and m ≥ 1. Assume that G is a finite
group containing P such that the fusion system FP (G) is saturated. Assume that CG(Q) is
2-nilpotent for every fully FP (G)-normalized non-trivial subgroup Q of P . Then the Scott
module Sc(G, P ) is Brauer indecomposable.

In applications, when constructing stable equivalences of Morita type between principal
blocks of two finite groups G and G′, the Brauer indecomposability of Sc(G × G′, ∆P )
where ∆P := {(u, u) ∈ P × P} and P is a common Sylow p-subgroup of G and G′ gains
importance. Hence, the following theorem serves a base step for obtaining these kind of
equivalences. The second main theorem of this paper is the following result.

Theorem 1.2. Let P = Q2n ×C2m where n ≥ 3 and m ≥ 1. Assume that G and G′ are two
finite groups with a common Sylow 2-subgroup P . Assume that the fusion systems of G and
G′ on P are the same, namely FP (G) = FP (G′). Then the Scott module Sc(G × G′, ∆P )
is Brauer indecomposable.

This result generalizes Lemma 2.2 of [14]. The paper is divided into four sections. In
Section 2, we give some old and new results which will help us to accomplish our aim.
Section 3 deals with the fusion inside Q2n × C2m . We prove our main theorems in Section
4.

2. Preliminary results
In this section, we give some quoted and also some new results which will be helpful

for showing Brauer indecomposability of Scott modules. Before stating these results, let
us set some notation.

For a p-subgroup P of a finite group G, the fusion system FP (G) is defined as the
category whose objects are the subgroups of P and whose morphisms from Q to R are
the group homomorphisms induced from conjugation by an element of G. If P is a Sylow
p-subgroup of G, then FP (G) is a saturated fusion system. For a detailed information on
fusion systems, we refer the reader to [1, 3, 6, 18]. For a subgroup H ≤ G, the Scott kG-
module with respect to H, denoted by Sc(G, H), is defined as the unique indecomposable
kG-module which is a direct summand of IndG

H(k) and which contains the trivial kG-
module in its socle or in its top. If Q is a Sylow p-subgroup of H, then Q is a vertex of
Sc(G, H) and it follows that Sc(G, H) = Sc(G, Q) (see Corollary 4.8.5 of [19]). For more
information on Scott modules see [4] and Chapter 4, Section 8 of [19].

The following results due to Ishioka and Kunugi constitute the framework of our strategy
to deduce Brauer indecomposability of Scott modules.

Theorem 2.1 (Theorem 1.3 of [9]). Assume that P is a p-subgroup of G and FP (G) is
saturated. Then the following assertions are equivalent:

(a) Sc(G, P ) is Brauer indecomposable.
(b) Res NG(Q)

Q CG(Q)

(
Sc(NG(Q), NP (Q))

)
is indecomposable for each fully FP (G)-normalized

subgroup Q of P .
If these conditions are satisfied, then (Sc(G, P ))(Q) ∼= Sc(NG(Q), NP (Q)) for each fully
FP (G)-normalized subgroup Q ≤ P .

Theorem 2.2 (Theorem 1.4 of [9]). Assume that P is a p-subgroup of G and FP (G) is
saturated. Let Q be a fully FP (G)-normalized subgroup of P . Assume further that there
exists a subgroup HQ of NG(Q) satisfying the following conditions:

(a) NP (Q) is a Sylow p-subgroup of HQ and
(b) |NG(Q) : HQ| = pa for an integer a ≥ 0.
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Then Res NG(Q)
Q CG(Q)

(
Sc(NG(Q), NP (Q))

)
is indecomposable.

In order to check that the conclusion of the previous theorem is satisfied, we will use
the following result. The proof of this lemma comes directly from applying [10, Theorem
1.7].

Lemma 2.3. Let G be a finite group with a p-subgroup P .
(i) For every subgroup Q ≤ P , Q CP (Q) is a maximal element of the set NP (Q)∩NG(Q)

Q CG(Q) := {gNP (Q) ∩ Q CG(Q) | g ∈ NG(Q)}.
(ii) We have that

Sc(Q CG(Q), Q CP (Q))
∣∣∣ Res NG(Q)

Q CG(Q)

(
Sc(NG(Q), NP (Q))

)
,

and
Sc(CG(Q), CP (Q))

∣∣∣ Res NG(Q)
CG(Q)

(
Sc(NG(Q), NP (Q))

)
.

The p-nilpotency of centralizers of p-subgroups plays an important role in deriving
Brauer indecomposability when we are using Theorem 2.2. The following easy observation
will be used frequently in the paper.

Lemma 2.4. Let G be a finite group and suppose that P ∈ Sylp(G). If Q ≤ P is FP (G)-
centric, then CG(Q) = Z(Q) × Op′(CG(Q)). In particular, CG(Q) is p-nilpotent.

Proof. Follows from [6, Proposition 4.43]. �

The following result shows that there is a relationship between the indecomposabilities
of Brauer quotient of a Scott module with respect to certain p-subgroups when restricted
to their centralizers. This result can also be seen, in some way, as a generalization of
Lemma 4.4 of [12].

Lemma 2.5. Let P be an arbitrary finite p-group and G, G′ be finite groups such that
P ∈ Sylp(G) ∩ Sylp(G′), F := FP (G) = FP (G′) and G := G × G′. Assume that Q is
a fully F-normalized subgroup of P and that C := Q CP (Q) is normal in both Q CG(Q)
and Q CG′(Q). Furthermore, suppose that NG(∆Q) = CG(∆Q) N∆P (∆Q). Set M :=
Sc(G, ∆P ). Suppose that Res NG(∆C)

∆C CG(∆C)(M(∆C)) is indecomposable. If M(∆Q) is inde-

composable as an NG(∆Q)-module, then Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q)) is indecomposable.

Proof. By our assumption, we have that C := ∆Q (CP (Q) × CP (Q)) � ∆Q CG(∆Q).
Moreover, by Lemma 2.3(ii),

Sc(∆Q CG(∆Q), ∆C)
∣∣∣ Res NG(∆Q)

∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
.

Since M(∆Q) is indecomposable as an NG(∆Q)-module, the fourth line of the proof of
Theorem 1.3 in [9] implies that M(∆Q) = Sc(NG(∆Q), N∆P (∆Q)), so that

Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q)) = Res NG(∆Q)

∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
.

It follows that Sc(∆Q CG(∆Q), ∆C) | Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q)), namely

Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q)) = Sc(∆Q CG(∆Q), ∆C)

⊕
X

where X is a ∆Q CG(∆Q)-module. On the other hand,
Sc(NG(∆Q), N∆P (∆Q)) | Ind NG(∆Q)

N∆P (∆Q)(k) by definition, so gathering these information
together, we get that

Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q))

∣∣∣ (Res NG(∆Q)
∆Q CG(∆Q) ◦ Ind NG(∆Q)

N∆P (∆Q))(k) = Ind ∆Q CG(∆Q)
∆C (k)
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by the Mackey formula and by our assumption that NG(∆Q) = CG(∆Q) N∆P (∆Q).
Consequently, we have that X | Ind∆Q CG(∆Q)

∆C (k). Now, let us restrict X to C. Then,
we have that

Res ∆Q CG(∆Q)
C (X)

∣∣∣ (Res ∆Q CG(∆Q)
C ◦ Ind∆Q CG(∆Q)

∆C )(k).

Let us look more closely to the right hand side of the line above. The Mackey formula
implies that

(Res ∆Q CG(∆Q)
C ◦ Ind∆Q CG(∆Q)

∆C )(k) =
⊕

g

IndC
C∩ g(∆C)(k)

where g runs through the double cosets of [C\∆Q CG(∆Q)/∆C]. Since C is a normal
subgroup of ∆Q CG(∆Q), we have that C ∩ g(∆C) = gC ∩ g(∆C) = g(C ∩ ∆C) = g(∆C).
Therefore,

(Res ∆Q CG(∆Q)
C ◦ Ind∆Q CG(∆Q)

∆C )(k) =
⊕

g

IndC
g(∆C)(k),

and consequently, we have that

(Res ∆Q CG(∆Q)
C (X)

∣∣∣ ⊕
g

IndC
g(∆C)(k).

Suppose that X is non-zero. Then by the above line and the fact that Green’s inde-
composability theorem implies that each IndC

g(∆C)(k) is indecomposable, we have that
(Res ∆Q CG(∆Q)

C (X) is a direct sum of some IndC
g(∆C)(k)’s. Hence, we deduce that X(g(∆C))

is non-zero for some g ∈ ∆Q CG(∆Q) from [4, 1.4]. It follows that 0 ̸= X(g(∆C)) =
gX(g(∆C)) = g[X(∆C)], so that X(∆C) ̸= 0.

Let us take Brauer quotients of both sides of the following identity with respect to ∆C:

Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q)) = Sc(∆Q CG(∆Q), ∆C)

⊕
X

then we get that

[Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q))](∆C) = [Sc(∆Q CG(∆Q), ∆C)](∆C)

⊕
X(∆C).

Note that ∆C acts trivially on Sc(∆Q CG(∆Q), ∆C), so
[Sc(∆Q CG(∆Q), ∆C)](∆C) = Sc(∆Q CG(∆Q), ∆C).

So the above identity becomes

[Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q))](∆C) = Sc(∆Q CG(∆Q), ∆C)

⊕
X(∆C).

Since from the previous paragraph we have that X(∆C) ̸= 0, the right hand side of
the above identity is not indecomposable. Now, let us look at the left hand side of this
identity. Since taking Brauer quotients and taking restriction commute, and since ∆C ≤
∆Q CG(∆Q), we have that

[Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q))](∆C) ∼= Res

NNG(∆Q)(∆C)
N∆Q CG(∆Q)(∆C)[(M(∆Q))(∆C)].

Note also that, Proposition 1.5(3) of [5] implies that

(M(∆Q))(∆C) ∼= Res NG(∆C)
NG(∆C)∩NG(∆Q)

(
M(∆C)

)
since ∆Q � ∆C. Combining the last two lines of identity, we get that

[Res NG(∆Q)
∆Q CG(∆Q)(M(∆Q))](∆C) ∼= Res NG(∆C)

N∆Q CG(∆Q)(∆C)

(
M(∆C)

)
.

The left hand side of the latest identity is indecomposable. Indeed, if it is not inde-
composable, then since ∆C CG(∆C) ≤ N∆Q CG(∆Q)(∆C) = ∆Q CG(∆Q) ∩ NG(∆C), we
would have that Res NG(∆C)

∆C CG(∆C)(M(∆C)) is not indecomposable. This contradicts with
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our assumption. Since we have deduced that the left hand side of the latest identity is
indecomposable, this will imply in turn that X(∆C) = 0. So we should have that X is
zero. Therefore, Res NG(∆Q)

∆Q CG(∆Q)(M(∆Q)) = Sc(∆Q CG(∆Q), ∆C) as required. �

3. Fusion inside Q2n × C2m

Let P = ⟨x, y, z | x2n−1 = z2m = [x, z] = [y, z] = 1, y2 = x2n−2
, yxy−1 = x−1⟩ =

⟨x, y⟩ × ⟨z⟩ ∼= Q2n × C2m where n ≥ 3 and m ≥ 1. From now on, the notation P , x, y and
z will be fixed till the end of the paper, unless otherwise stated.

Let G be a finite group containing P . In this section, we analyze the G-fusion in P by
making use of the classification of saturated (non-exotic) fusion systems defined on P given
in Lemma 2.2 of [20]. This result classifies all saturated block fusion systems that can be
defined on P . However when the block is the principal block of G, then the corresponding
block fusion system is isomorphic to the fusion system of G over P by Brauer’s third main
theorem (see [1, Theorem IV.5.9]). So, we can rephrase this result as follows.

Lemma 3.1 (Lemma 2.2 of [20]). Let G be a finite group and P a 2-subgroup of G. Assume
that F := FP (G) is a saturated (non-exotic) fusion system. Let Q1 := ⟨x2n−3

, y, z⟩ ∼=
Q8 × C2m and Q2 := ⟨x2n−3

, xy, z⟩ ∼= Q8 × C2m. Then Q1 and Q2 are the only candidates
for proper F-centric, F-radical subgroups up to conjugation. Moreover, one of the following
cases occur:

(i) Either n = 3, Q1 = Q2 = P with OutF(P ) ∼= C3 or n ≥ 4 and OutF(Q1) ∼=
OutF(Q2) ∼= S3,

(ii) n ≥ 4, NG(Q1) = NP (Q1) CG(Q1) and OutF(Q2) ∼= S3,
(iii) n ≥ 4, OutF(Q1) ∼= S3 and NG(Q2) = NP (Q2) CG(Q2),
(iv) NG(Q1) = NP (Q1) CG(Q1) and NG(Q2) = NP (Q2) CG(Q2).

The notation Q1 and Q2 will be fixed as in the preceeding lemma for the rest of the
paper. As we will see, determination of the subgroups of P which are isomorphic to
quaternion group of order 8 will be important to decide the subgroups of P which have
an odd order automorphism. The following lemma will be helpful for this aim.

Lemma 3.2. Assume that Q is a subgroup of P which is isomorphic to Q8. Then, Q is
P -conjugate to one of the following groups:

(i) ⟨x2n−3
zi, yzj⟩ where i, j ∈ {0, 2m−1},

(ii) ⟨x2n−3
z2m−2

, yz2m−2⟩,
(iii) ⟨x2n−3

zi, xyzj⟩ where i, j ∈ {0, 2m−1},
(iv) ⟨x2n−3

z2m−2
, xyz2m−2⟩.

Moreover, for all cases, we have that CP (Q) = Z(P ) = ⟨y2⟩ × ⟨z⟩ ∼= C2 × C2m.

Proof. There are three involutions in P : z2m−1
, x2n−2 = y2, x2n−2

z2m−1 = y2z2m−1 .
Exactly one of these elements should lie in Q, since Q contains a unique involution. Let
xiyjzk be an arbitary element of P , then

(xiyjzk)2 =
{

y2jz2k if j is odd,
x2iz2k if j is even.

Thus, if xiyjzk is an element of order 4, then one of the following cases can occur:
(1) j is odd, that is j ∈ {1, 3}, and k ∈ {0, 2m−2, 2m−1},
(2) j is even, that is j ∈ {0, 2}, and i ∈ {0, 2n−3}, and k ∈ {0, 2m−2, 2m−1}.

We claim that z2m−1 can not lie in Q. From the above computation, it can easily be
seen that there are two square roots of z2m−1 , namely y2z2m−2 and z2m−2 . But if one of
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these elements lies in Q, then C4 ≤ Z(Q) since both of these elements are central in P ,
but since Z(Q) ∼= C2 this is impossible. So our claim is established.

So among the three involutions, either y2 or y2z2m−1 lie in Q. On the other hand, we
observe that xj(xizk)x−j = xizk and that y(xizk)y−1 = x−izk; also that xj(xiyzk)x−j =
x2j+iyzk and that y(xiyzk)y−1 = x−iyzk. It follows that yzk and xyzk belong to disjoint
P -conjugacy classes of P . Hence, noting that x2n−3

y2 = x−2n−3 we deduce that the
P -conjugacy classes of subgroups of order 4 are ⟨z2m−2⟩, ⟨x2n−3

zk⟩, ⟨yzk⟩, ⟨xyzk⟩ where
k ∈ {0, 2m−2, 2m−1}. By the previous paragraph, ⟨z2m−2⟩ can not be a subgroup of Q. So,
Q should be generated by two of the following subgroups: ⟨x2n−3

zk⟩, ⟨yzk⟩, ⟨xyzk⟩ where
k ∈ {0, 2m−2, 2m−1}. If n ≥ 4, the automorphism of P which is induced by conjugation
with yzk does not invert the element xyzk and vice versa. But, the automorphism induced
by conjugation with yzk or xyzk inverts the element x2n−3

zk. Hence, when n ≥ 4, the
subgroup ⟨x2n−3

zk⟩ should always be a subgroup of Q where k ∈ {0, 2m−2, 2m−1}. The
possibilities for Q are divided according to which one of the other two P -conjugacy classes
of subgroups of order 4 given above lies in Q. If n = 3, the automorphism of P induced by
conjugation with yzk inverts the element xyzk and vice versa. Note also that when n = 3,
if x2n−3

zk and yzk are in Q, then xyzk should lie in Q, so that the group in (i) and (ii) is
equal to the group in (iii) and (iv), respectively. �

The following lemma gives all subgroups of P with an odd order F-automorphism.

Lemma 3.3. Let G be a finite group with a 2-subgroup P . Suppose that F := FP (G)
is saturated. Assume that Q ≤ P is a fully F-normalized subgroup where OutF(Q) is
not a 2-group. Then, we have that Q = R × Z where R = ⟨x2n−3

zi, yzi⟩ ∼= Q8 or R =
⟨x2n−3

zi, xyzi⟩ ∼= Q8 where i = 0 or 2m−2 and Z = ⟨z2m−j ⟩ where 0 ≤ j ≤ m, so that
Q ∼= Q8 × C2j . In particular, either Q ≤ Q1 or Q ≤ Q2 (see the notation in Lemma 3.1).
Moreover, if n ≥ 4, then OutF(Q) ∼= S3 and if n = 3, then OutF(Q) ∼= C3.

Proof. P contains three involutions, so Q has either a unique involution or three involu-
tions. If Q has a unique involution, then Q is either cyclic or Q8. Since cyclic 2-groups
don’t have odd order automorphisms, Q8 is the only possible group in this case. If Q has
three involutions, we will use the classification of 2-groups with three involutions which has
odd order automorphisms given in [7, Theorem 6.1], and determine which of the subgroups
in this classification can lie as a subgroup of P .

In this paragraph, we show that there are some subgroups Q of P where Q ∼= Q8 × C2j

for 0 ≤ j ≤ m with the property that Q contains an odd order F-automorphism. By
Lemma 3.2, if R ∼= Q8 is a subgroup of P , then CP (R) = Z(P ) = ⟨y2⟩ × ⟨z⟩. So if a is an
element lying in Z(P ) and a satisfies ⟨a⟩ ∩ R = 1, then Q = R × ⟨a⟩ ∼= Q8 × C2j where
0 ≤ j ≤ m. Note that since a ∈ Z(P ), by Lemma 3.2, we have that Q ≤ Qk for k = 1 or
k = 2. We also have CP (Q) = CP (R) so that Q CP (Q) = Qk

∼= Q8 × C2m . Suppose that
R is one of the subgroups in (i) or (iii) with (i, j) = (0, 0) or (ii) or (iv) in Lemma 3.2. If
n ≥ 4, the normalizer of Q in P contains x2n−4 , (but does not contain x2n−5 if n ≥ 5) so
that NP (Q) = ⟨x2n−4

, Q Z(P )⟩. Thus, NP (Q) ∼= Q16 × C2m and NP (Q)/Q CP (Q) ∼= C2.
If n = 3, then NP (Q) = Q CP (Q) = P , so NP (Q)/Q CP (Q) is trivial. Assume that Qk is
F-radical so that OutF(Qk) ∼= S3. Note that from the outer automorphism of Qk of order
3, we can construct an actual automorphism α of Qk of order 3 since Inn(Qk) ∼= C2 × C2.
Lemma 2.3 of [20] says that α fixes the elements of Z(Qk) = Z(P ). It follows that α
permutes the three non-trivial elements of Qk/Z(Qk) ∼= C2 × C2 and fixes the elements of
Z(P ). Hence α restricts to an F-automorphism of Q of order 3 which permutes the three
non-trivial elements of Q/Z(Q) ∼= C2 × C2 and fixes the elements of Z(Q) since Z(Q) ≤
Z(Qk). Moreover, from [18, Proposition 2.5], we have that OutP (Q) = NP (Q)/Q CP (Q)
is a Sylow 2-subgroup of OutF(Q). We also have that |Aut(Q)| = 3 · 2r by Theorem 6.1(1)
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of [7]. As a result, when n ≥ 4 we have that OutF(Q) ∼= S3 and when n = 3, we have
that OutF(Q) ∼= C3. Now, let us consider the other possibilities for R. In this case, R is
equal to one of the groups in (i) or (iii) with (i, j) ∈ {(0, 2m−1), (2m−1, 0), (2m−1, 2m−1)}
in Lemma 3.2. Since all these cases have the same property, it is enough to consider only
one of them. Let i = 0 and j = 2m−1, then the cyclic subgroups of order 4 of R are
⟨x2n−3⟩, ⟨yz2m−1⟩ and ⟨x2n−3

yz2m−1⟩. By Lemma 2.3 of [20], it follows that z2m−1 is an
F-central element in P , hence ⟨x2n−3⟩ is stabilized under any F-automorphism of Q, so
that the subgroup Q can not have an element of order 3. Thus Theorem 6.1(1) of [7]
implies that OutF(Q) is a 2-group in this case.

By using Lemma 3.2, we deduce that the centralizer of any subgroup which is isomorphic
to Q8 has abelian centralizer in P . So P does not have a subgroup which is isomorphic
Q8 × Q2k for k ≥ 3.

Now consider a subgroup Q of P , which is isomorphic to C2k × C2k where k ≥ 1. Then
Q contains all of the three involutions of P . By [20, Lemma 2.5], these three involutions
are not F-conjugate. But if Q has an odd order automorphism, this automorphism has
order 3 ([7, Theorem 6.1 (3)]), and this automorphism permutes the three involutions.
This gives a contradiction. As a result, P does not contain a subgroup isomorphic to
C2k × C2k which has an odd order F-automorphism.

Let Q be a subgroup of P (of order 2k where k ≥ 6) which is isomorphic to either Xk

or Yk (the construction of these groups are explained in the third paragraph of Section 6
in [7]), then Q is a non-split extension of Q8 × C2k−4 by C2. But by the definition of P ,
we see that Q is isomorphic to either Q16 × C2k−4 or Q8 × C2k−3 . From the constructions
of Xk and Yk, now it is easy to see that we have a contradiction. Thus, such a Q can not
occur as a subgroup of P .

Let Q be a subgroup of P which is isomorphic to a Sylow 2-subgroup of U3(4) = PSU3(4)
which is a Suzuki 2-group. Let us call it Suz. Then by [7, Theorem 4.2], Q has exponent
4, so that Q ≤ Ω2(P ) = ⟨x2n−3

, y, z2m−2⟩ ∼= Q8 × C4. But note that Suz has order 64, so
this is impossible. That is, Q can not be a subgroup of P . �
Lemma 3.4. Let n ≥ 4 and let G be a finite group with a 2-subgroup P . Suppose that
FP (G) is saturated, Assume that Qk (see the notation in Lemma 3.1) is F-radical for k = 1
or k = 2. Let Q ≤ Qk for k = 1 or k = 2 and let Q satisfy OutF(Q) ∼= S3. Then we have
that NG(Q) = NG(Qk) CG(Q).
Proof. Set F := FP (G). Since Qk is an F-radical subgroup, Lemma 3.1 implies that
OutF(Qk) ∼= S3. To show that NG(Q) ≤ NG(Qk) CG(Q), we claim that every au-
tomorphism in AutF(Q) extends to an automorphism in AutF(Qk). By Lemma 3.3,
Q = R × ⟨z2m−j ⟩ for some j where 0 ≤ j ≤ m and where R is the specified copy
of Q8 as stated in this lemma. It follows from [20, Lemma 2.5] that each element of
Z(Qk) = Z(P ) is F-central. In particular, since Z(Q) ≤ Z(Qk), every element of Z(Q) is
F-central, too, which implies that any F-automorphism of Q fixes all elements of Z(Q).
So an F-automorphism β of Q fixes all elements of Z(Q) and it permutes some of the
non-trivial elements of Q/Z(Q). Now, we create an automorphism α of Qk with the
property that α fixes all elements of Z(P ) and α corresponds to the same permutation
as β corresponds of the non-trivial elements of Qk/Z(Qk) = R/Z(R) = Q/Z(Q). Then
α ∈ AutF(Qk) since OutF(Qk) ∼= S3 and it follows that α|Q = β. Note that if β corre-
sponds to the trivial permutation, then it follows that β is an inner automorphism of Q,
then accordingly α is an inner automorphism of Qk. So our claim is established. There-
fore, if g ∈ NG(Q) then cg ∈ AutF(Q), then there is an h ∈ NG(Qk) such that ch|Q = cg

which implies that h−1g ∈ CG(Q). So we have that g ∈ NG(Qk) CG(Q). Hence, we get
that NG(Q) ≤ NG(Qk) CG(Q). Conversely, let g ∈ NG(Qk), then cg : Qk → Qk is in
AutF(Qk), then by [20, Lemma 2.3 ] that cg fixes all elements in Z(Qk), so cg corresponds
to a permutation of non-trivial elements of Qk/Z(Qk) = R/Z(R) = Q/Z(Q). Then, since
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Z(Q) ≤ Z(Qk), it follows that cg fixes all elements of Z(Q), so it follows that cg restricts
to an F-automorphism of Q. Therefore, g ∈ NG(Q) and the proof is finished. �

The following result will help us to prove Theorem 3.6.

Lemma 3.5 ([13, Lemma 4.2]). Let Q be a normal 2-subgroup of G such that G/Q ∼= S3.
Assume further that there is an involution t ∈ G − Q. Then G has a subgroup H such that
t ∈ H ∼= S3.

Recall that, we will use Theorem 2.2 to prove our main theorems. We will use the
following result to check that the necessary conditions of this theorem are satisfied by the
subgroups of P .

Theorem 3.6. Let n ≥ 4 and P a 2-subgroup of G and assume that F := FP (G) is a
saturated fusion system. Let Q ≤ P . Assume that Q ∼= Q8 × C2j where 0 ≤ j ≤ m and Q
is fully FP (G)-normalized. Assume, moreover, that CG(Q) is 2-nilpotent and OutF(Q) ∼=
NG(Q)/Q CG(Q) is not a 2-group. Then there exists a subgroup HQ of NG(Q) such that
NP (Q) is a Sylow 2-subgroup of HQ and |NG(Q) : HQ| is a power of 2 (possibly 1).

Proof. Since CG(Q) is 2-nilpotent, the group Q CG(Q) is also 2-nilpotent. Let KQ :=
O2′(Q CG(Q)) and let SQ ∈ Syl2(Q CG(Q)) containing Q CP (Q), so that Q CG(Q) =
KQ o SQ. Note that since O2′(Q CG(Q)) = O2′(CG(Q)) we have [KQ, Q] = 1 and so
KQ o Q = KQ × Q. Note that (KQ × Q) � (KQ o NP (Q)). Moreover, since KQ is a
characteristic subgroup of Q CG(Q) and Q CG(Q) is a normal subgroup of NG(Q), we
have that KQ � NG(Q), so that KQ × Q � NG(Q).

Set LQ := KQ ×Q and use the notation H to denote the image of H ≤ NG(Q) under the
natural epimorphism πLQ

: NG(Q) � NG(Q)/LQ. Then Q CG(Q) ∼= SQ/Q is a normal
2-subgroup of NG(Q).

Let Q = Qk where k = 1 or k = 2. Then since OutF(Qk) is not a 2-group, Qk is
F-radical and using Lemma 3.1, we get that

NG(Qk) / Qk CG(Qk) ∼= NG(Qk)/Qk CG(Qk) ∼= S3.

Since Qk is F-centric, we have that Qk CP (Qk) = Qk and since NP (Qk) = ⟨x2n−4
, Qk⟩, it

follows that

NP (Qk) / Qk CP (Qk) = NP (Qk) / Qk
∼= NP (Qk)/Qk

∼= C2,

in fact, NP (Qk) = ⟨x2n−4⟩ ∼= C2 and x2n−4 ̸∈ Qk CG(Qk). Hence, by Lemma 3.5 there
is a subgroup H of NG(Qk) such that x2n−4 ∈ H ∼= S3. Set HQk

as the preimage of H
under πLQk

. As a result, we deduce that there is a subgroup HQk
≤ NG(Qk) such that

NP (Qk) ∈ Syl2(HQk
) and |NG(Qk) : HQk

| is a power of 2.
Now let Q ̸= Qk. Since OutF(Q) is not a 2-group, from Lemma 3.3, we deduce that

Q = R×Z where R = ⟨x2n−3
zi, yzi⟩ and Q < Q1 or R = ⟨x2n−3

zi, xyzi⟩ and Q < Q2 where
i = 0 or 2m−2 and Z = ⟨z2m−j ⟩ where 0 ≤ j ≤ m. Moreover, the same lemma implies
that OutF(Q) ∼= S3. It follows that, if Q < Q1, then the elements x2n−3

, y and x2n−3
y

belong to the same F-conjugacy class of P and if Q < Q2 then the elements x2n−3
, xy

and x2n−3+1y belong to the same F-conjugacy class of P since Z(Q) ≤ Z(Qk) and each
element of Z(Qk) is F-central by [20, Lemma 2.5]. Hence, Lemma 2.5 of [20] implies that
one of the cases (i), (ii), (iii) in Lemma 3.1 holds. As a result, Qk is F-radical if Q < Qk,
that is OutF(Qk) ∼= S3.

As we observe in the proof of Lemma 3.3 that

NP (Q) = ⟨x2n−4
, Q CP (Q)⟩ = ⟨x2n−4

, Qk⟩ = NP (Qk).
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Now consider HQ := HQk
KQ. Then HQ is a subgroup of NG(Q) by Lemma 3.4. We claim

that HQ is the subgroup of NG(Q) that we are looking for. To show this, we pause for a
moment to show that

Qk CG(Qk) = NG(Qk) ∩ (Q CG(Q)). (3.1)
Note that since Q < Qk we have that CG(Qk) ≤ CG(Q) so that Qk CG(Qk) ≤ Qk CG(Q) =
Q CG(Q). Hence, it follows that Qk CG(Qk) ≤ NG(Qk) ∩ (Q CG(Q)). Conversely, let
g ∈ NG(Qk) ∩ (Q CG(Q)), then since g ∈ NG(Qk) by using Lemma 2.3 of [20], we deduce
that cg fixes every element of Z(Qk). Note that since Z(Q) ≤ Z(Qk), it follows that
cg fixes every element of Z(Q). Also, since g ∈ Q CG(Q), we deduce that cg ∈ Inn(Q),
that is cg acts as identity on Q/Z(Q) ∼= C2 × C2. So as a result cg acts as identity
on Qk/Z(Qk) since Qk/Z(Qk) = R/Z(R) = Q/Z(Q) ∼= C2 × C2. Since cg fixes all
elements of Z(Qk), it follows that cg ∈ Inn(Qk), so that g ∈ Qk CG(Qk). So we have that
NG(Qk) ∩ (Q CG(Q)) ≤ Qk CG(Qk) which establishes (3.1).

Note that any element of KQk
has odd order, so any element of KQk

should lie in KQ

because KQ contains any odd order element in Q CG(Q) since Q CG(Q) is 2-nilpotent.
Hence, we deduce that KQk

≤ KQ. Also, we have that |SQk
| ≤ |SQ| and both of them are

powers of 2.
Now we can compute the index of HQ in NG(Q). Since Lemma 3.4 implies that NG(Q) =

NG(Qk)(Q CG(Q)), by collecting all observations done above, the index of HQ in NG(Q)
is equal to

|NG(Qk)| · |KQ| · |SQ|
|KQk

| · |SQk
|

: |HQk
| · |KQ|

|HQk
∩ KQ|

.

Note also that HQk
∩ KQ ≤ NG(Qk) ∩ KQ ≤ NG(Qk) ∩ Q CG(Q) = Qk CG(Qk), so that

HQk
∩ KQ = KQk

∩ KQ = KQk
, where almost all of the (in)equalites follows from the

above observations. So the index becomes,
|NG(Qk)|

|HQk
|

· |SQ|
|SQk

|
which is a power of 2, as can be easily seen. Now, it remains to show that NP (Q) is
a Sylow 2-subgroup of NG(Q). Recall that NP (Qk) = NP (Q) and NP (Qk) is a Sylow
2-subgroup of HQk

. Since we have that HQk
≤ HQ and the index of HQk

in HQ is an odd
number (which is a divisor of |KQ|), the result follows. �

The following three consecutive results will help us to get rid of the 2-nilpotency con-
dition on the centralizers of fully normalized subgroups of P in Theorem 1.1 and prove
Theorem 1.2.

Lemma 3.7. Suppose that P ∈ Syl2(G) and Q ≤ P such that Q is a non-abelian fully
FP (G)-normalized in P . Then CG(Q) is 2-nilpotent.

Proof. Set F := FP (G). Since P ∈ Syl2(G), F is saturated by [3, Proposition 1.3]. Since
Q is fully F-normalized in P , by Lemma [18, Proposition 2.5] Q is fully F-centralized, so
that from Lemma 2.10(i) of [18], CP (Q) ∈ Syl2(CG(Q)).

Q is a non-abelian subgroup of P , so there exists a non-central element a := xiyjzk

where 0 ≤ i ≤ 2n−1 − 1, 0 ≤ j ≤ 3 and 0 ≤ k ≤ 2m − 1. We compute the centralizer of a
in P by considering three cases as follows:

Case 1: If j is even, then i ̸= 0 and i ̸= 2n−2, let us call this element a non-central
element of type I, then CP (a) = CP (xi) = ⟨x⟩ × ⟨z⟩.

Case 2: If j is odd, and i ∈ {0, 2n−2}, let us call this element a non-central element of
type II. If a is of type II, then CP (a) = CP (yj) = ⟨y⟩ × ⟨z⟩.

Case 3: If j is odd, and i /∈ {0, 2n−2}, let us call this element a non-central element of
type III. If a is of type III, then for 1 ≤ r ≤ 2n−2 − 1, xr does not centralize a because
xr(xiyjzk)x−r = x2r+iyjzk, so we have that CP (a) = ⟨y2⟩ × ⟨z⟩ = Z(P ).
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If Q contains a non-central element a of some type, by looking at the cases above, we
deduce that Q should contain a non-central element b of either of the remaining types.
Thus, we have that CP (Q) ≤ CP (a) ∩ CP (b) = Z(P ) and since Z(P ) ≤ CP (Q) is always
satisfied, we deduce that CP (Q) = Z(P ) ∼= C2 × C2m .

By the first paragraph of the proof, CP (Q) ∈ Syl2(CG(Q)). Further, if m ≥ 2, [7,
Corollary 2.3(4)] implies that Aut(CP (Q)) ∼= Aut(C2×C2m) is a 2-group. So the normalizer
of CP (Q) in CG(Q) is equal to the centralizer of CP (Q) in CG(Q) since CP (Q) is abelian.
Therefore, Burnside normal p-complement theorem [8, Theorem 7.4.3] yields that CG(Q) is
2-nilpotent. If m = 1, [8, Theorem 7.7.1] implies that there exists two possibilities, either
CG(Q) has three conjugacy class of involutions or a unique conjugacy class of involutions.
From Lemma 2.5 of [20], we have that P has three distinct G-conjugacy class of involutions.
This implies that CP (Q) also has at least three CG(Q)-conjugacy classes of involutions.
Therefore, CG(Q) has exactly three conjugacy classes of involutions, and so Theorem 7.7.1
(ii) of [8] implies that CG(Q) is 2-nilpotent. �

Lemma 3.8. Suppose that P ∈ Syl2(G) and Q is a non-central cyclic fully FP (G)-
normalized subgroup of P . If n ̸= m + 1 and m ̸= 2, then CG(Q) is 2-nilpotent.

Proof. By using the same argument as in the first paragraph of the proof of Lemma 3.7,
we have that CP (Q) ∈ Syl2(CG(Q)).

By [20, Lemma 2.5], if Q := ⟨a⟩ is a non-central, fully FP (G)-normalized subgroup of
P , then up to FP (G)-conjugacy either a = xizj or a = yzj where i = 1, . . . , 2n−2 − 1 and
j = 0, 1, . . . , 2m−1. Note that in the former case, CP (a) = CP (xi), then CP (Q) = CP (a) =
⟨x⟩×⟨z⟩ ∼= C2n−1×C2m . In the latter case CP (Q) = CP (a) = CP (y) = ⟨y⟩×⟨z⟩ ∼= C4×C2m .

Since, n ̸= m + 1 and m ̸= 2, by [7, Corollary 2.3(4)], Aut(CP (Q)) is a 2-group. So the
normalizer of CP (Q) in CG(Q) is equal to the centralizer of CP (Q) in CG(Q) since CP (Q)
is abelian. Therefore, Burnside normal p-complement theorem [8, Theorem 7.4.3] yields
that CG(Q) is 2-nilpotent. �

Lemma 3.9. Suppose that P ∈ Syl2(G) and Q is a non-central abelian fully FP (G)-
normalized subgroup of P . Assume additionally that Q is not cyclic. If n ̸= m + 1 and
m ≥ 3, then CG(Q) is 2-nilpotent.

Proof. We use the same argument as in the first paragraph of the proof of Lemma 3.7
and deduce that CP (Q) ∈ Syl2(CG(Q)).

Suppose that Q = ⟨a⟩ × ⟨b⟩. Since Q is non-central we can assume without loss of
generality that a is a non-central element of P . We will calculate CP (Q) by dividing cases
according to the type of a (see the proof of Lemma 3.7).

Case 1: If a is a non-central element of type I, then b ∈ CP (a) = ⟨x⟩ × ⟨z⟩. So b = xizj

for some integers i and j. If b is non-central, CP (b) = ⟨x⟩×⟨z⟩ and if b is central CP (b) = P .
Hence, CP (Q) = CP (a) ∩ CP (b) = ⟨x⟩ × ⟨z⟩ ∼= C2n−1 × C2m .

Case 2: If a is of type II, then CP (a) = ⟨y⟩ × ⟨z⟩. So b = yizj for some i and j.
If b is non-central CP (b) = ⟨y⟩ × ⟨z⟩ and if b is central CP (b) = P . Hence, CP (Q) =
CP (a) ∩ CP (b) = ⟨y⟩ × ⟨z⟩ ∼= C4 × C2m .

Case 3: If a is a non-central element of type III, then CP (a) = ⟨y2⟩ × ⟨z⟩ = Z(P ). So
b ∈ Z(P ) and CP (b) = P and hence CP (Q) = CP (a) ∩ CP (b) = Z(P ) ∼= C2 × C2m .

Since n ̸= m + 1 and m ≥ 3, by [7, Corollary 2.3(4)], Aut(CP (Q)) is a 2-group under all
cases. So the normalizer of CP (Q) in CG(Q) is equal to the centralizer of CP (Q) in CG(Q)
since CP (Q) is abelian. Therefore, Burnside normal p-complement theorem [8, Theorem
7.4.3] yields that CG(Q) is 2-nilpotent. �
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4. Scott modules with vertices isomorphic to Q2n × C2m

Lemma 4.1. Let P be a 2-subgroup of G with F := FP (G) is saturated. If Q is a fully F-
normalized subgroup of P where CG(Q) is 2-nilpotent, then Res NG(Q)

Q CG(Q)

(
Sc(NG(Q), NP (Q))

)
is indecomposable.

Proof. Suppose that Q ̸∼= Q8 × C2j where 0 ≤ j ≤ m. Then by Lemma 3.3, we have that
NG(Q)/Q CG(Q) is a 2-group. Then NG(Q) is 2-nilpotent since CG(Q) is assumed to be 2-
nilpotent. So we can write NG(Q) = KoS where K := O2′(NG(Q)) and S ∈ Syl2(NG(Q)).
Since NP (Q) is a 2-subgroup of NG(Q), without loss of generality we can assume that
NP (Q) ≤ S. Set HQ := K o NP (Q), then NP (Q) ∈ Syl2(HQ) and |NG(Q) : HQ| is a
power of 2.

Suppose that Q ∼= Q8 × C2j where 0 ≤ j ≤ m. If NG(Q)/Q CG(Q) is a 2-group,
then we again have the desired subgroup HQ as in the previous paragraph. So we can
assume that NG(Q)/Q CG(Q) is not a 2-group. If n ≥ 4, Theorem 3.6 implies that the
subgroup HQ ≤ NG(Q) with the required properties exists. So, Theorem 2.2 implies that
Res NG(Q)

Q CG(Q)

(
Sc(NG(Q), NP (Q))

)
is indecomposable.

If n = 3, then Lemma 3.1 implies that P is the only candidate for an F-centric and
F-radical subgroup, so Alperin’s fusion theorem implies that FP (G) = FP (NG(P )). Then
every non-trivial subgroup Q of P becomes fully F-normalized and so for each non-trivial
subgroup Q of P , the centralizer CG(Q) is 2-nilpotent by our assumption. Hence, Theorem
1.2 of [11] implies that M := Sc(G, P ) is Brauer indecomposable. Then Lemma 2.2 (ii) of
[11] gives us that M(Q) = Sc(NG(Q), NP (Q)) for every subgroup Q of P . Then, by the
definition of Brauer indecomposability, we reach the required conclusion. �

Proof of Theorem 1.1. If n ≥ 4 the result follows from Lemma 4.1 together with The-
orem 2.1. If n = 3, as discussed in the proof of Lemma 4.1, every non-trivial subgroup of
P is fully F-normalized and [11, Theorem 1.2] yields the result. �

Now, we give the proof of Theorem 1.2.

Proof of Theorem 1.2. Set G := G × G′ and M := Sc(G, ∆P ). Since P ∈ Syl2(G),
F := FP (G) is a saturated fusion system (see Proposition 1.3 of [3]). Furthermore, F∆P (G)
is also saturated because F∆P (G) ∼= FP (G) since FP (G) = FP (G′). Moreover note that
CG(∆Q) = CG(Q) × CG′(Q) for any subgroup Q of P . Note also that since F is saturated
and Q is fully F-normalized in P , by Lemma [18, Proposition 2.5] Q is fully F-centralized,
so that from Lemma 2.10(i) of [18], CP (Q) ∈ Syl2(CG(Q)) ∩ Syl2(CG′(Q)). We shall prove
that Res NG(∆Q)

∆Q CG(∆Q)(M(∆Q)) is indecomposable for any fully F-normalized subgroup Q of
P by using induction on |P : Q|.

If |P : Q| = 1, the assertion holds by [12, Lemma 4.3(ii)]. Now, assume that Q � P
and that M(∆R) is indecomposable as a (∆R ·CG(∆R))-module for all fully F-normalized
subgroups R with |P : R| < |P : Q|. We first claim that M(∆Q) is indecomposable as an
NG(∆Q)-module.

Suppose that M(∆Q) = M1 ⊕ . . . ⊕ Mr where each Mi is an indecomposable NG(∆Q)-
module and r ≥ 1. We can set M1 := Sc(NG(∆Q), N∆P (∆Q)) by using Theorem 4.8.6(ii)
of [19] . Since M(∆Q) | ResGNG(∆Q)(M), we have that Mi | ResGNG(∆Q)(M) for each i. If
possible, let us fix some j ≥ 2. Then since M | IndG

∆P (k), by Mackey decomposition we
have that

Mj |
⊕

g

IndNG(∆Q)
NG(∆Q) ∩ g(∆P )(k)

where g runs over representatives of the double cosets in NG(∆Q)\G/∆P which satisfies
∆Q ≤ g(∆P ) by 1.4 of [4]. Hence a vertex ∆R of Mj lies in Ng(∆P )(∆Q) = NG(∆Q) ∩
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g(∆P ) for some g ∈ G. It follows that

∆R ≤ Ng(∆P )(∆Q) ≤NG(∆Q) N∆P (∆Q)

by Lemma 3.2 of [9]. Since N∆P (∆Q) is a vertex of M1, we have that M1(∆R) ̸= 0. On
the other hand, since ∆Q is a proper subgroup of ∆P , by applying Burry-Carlson-Puig’s
Theorem for ∆Q (see Theorem 4.4.6(ii)] of [19]), we deduce that Mj does not have ∆Q
as a vertex. Hence ∆Q is a proper normal subgroup of ∆R. Also, if ∆R is not fully F-
normalized, by using the same idea as in [9, page 445, lines 18–22], we can change it with a
fully F-normalized F-conjugate of itself and it follows from our induction hypothesis that
M(∆R) is indecomposable as a ∆R CG(∆R)-module. Furthermore, since ∆Q is a normal
subgroup of ∆R, [5, Proposition 1.5(3)] implies that

M1(∆R) ⊕ Mj(∆R) | (M(∆Q))(∆R) ∼= M(∆R)

as NG(∆R)∩NG(∆Q)-modules, but ∆R CG(∆R) ≤ NG(∆R)∩NG(∆Q), so the isomorphism
above restricts to as ∆R CG(∆R)-modules. This gives us a contradiction. Therefore,
r = 1 and M(∆Q) is indecomposable as an NG(∆Q)-module as claimed. In other words,
M(∆Q) = Sc(NG(∆Q), N∆P (∆Q)). Now, it remains us to show that

Res NG(∆Q)
∆Q CG(∆Q)

(
M(∆Q)

)
= Res NG(∆Q)

∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
is indecomposable.

Note that O2′(∆Q CG(∆Q)) char ∆Q CG(∆Q)�NG(∆Q). So O2′(∆Q CG(∆Q)) is a nor-
mal subgroup of NG(∆Q) and it follows that O2′(∆Q CG(∆Q)) ≤ O2′(NG(∆Q)). Since the
Scott module lies in the principal block by its definition, it follows that O2′(∆Q CG(∆Q))
is included in the kernel of Sc(NG(∆Q), N∆P (∆Q)). Hence without loss of generality, we
can assume that O2′(∆Q CG(∆Q)) is trivial.

If Q is a central subgroup of P , by using Lemma 4.4 of [12], we get that

Res NG(∆Q)
∆Q CG(∆Q)

(
M(∆Q)

)
= Res NG(∆Q)

∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
is indecomposable. So assume from now on that Q is a non-central subgroup of P .

Case 1: n ̸= m + 1 and m ≥ 3.
By Lemma 3.7, Lemma 3.8 and Lemma 3.9, we have that both CG(Q) and CG′(Q) are

2-nilpotent, so is CG(∆Q). Hence, by using Lemma 4.1, we deduce that

Res NG(∆Q)
∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
is indecomposable.

Case 2: n = m + 1 so that m ≥ 2.
If Q is non-abelian, Lemma 3.7 and Lemma 4.1 imply that M(∆Q) is indecomposable

as a ∆Q CG(∆Q)-module.
So let us assume that Q is an abelian fully F-normalized subgroup of P . Since Q is non-

central abelian, the proof of Lemma 3.8 and Lemma 3.9 imply that there exist subgroups
Q for which ∆Q CG(∆Q) is 2-nilpotent, so Lemma 4.1 can be used to accomplish our
claim in this case, similarly. Hence, using the computations in the proof of Lemma 3.8
and Lemma 3.9, we can assume that C := Q CP (Q) = CP (Q) = C2j × C2j for some j ≥ 2.
If Q = C, then it follows from [18, Proposition 4.3] that C is F-centric. Thus Lemma 2.4
together with Lemma 4.1 implies that

Res NG(∆C)
∆C CG(∆C)

(
M(∆C)

)
= Res NG(∆C)

∆C CG(∆C)

(
Sc(NG(∆C), N∆P (∆C))

)
is indecomposable. Now assume that Q ̸= C, then Q is a proper subgroup of C. Since C
is a Sylow 2-subgroup of both Q CG(Q) and Q CG′(Q), Theorem 1 of [2] implies that C is
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normal in Q CG(Q) and Q CG′(Q). Moreover, from Lemma 3.3, we have that OutF(∆Q)
is a 2-group. Hence, Proposition 2.5 of [18] implies that

NG(∆Q)/∆Q CG(∆Q) ∼= N∆P (∆Q)/∆Q C∆P (∆Q).
So it follows that NG(∆Q) = N∆P (∆Q) CG(∆Q). Therefore, we can apply Lemma 2.5,
and deduce that Res NG(∆Q)

∆Q CG(∆Q)

(
M(∆Q)

)
= Res NG(∆Q)

∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
is

indecomposable.
Case 3: n ̸= m + 1 and m ≤ 2.
Assume that Q is non-abelian. Then Lemma 3.7 and Lemma 4.1 imply that M(∆Q) is

indecomposable as a ∆Q CG(∆Q)-module.
Assume that Q is abelian. From the proof of Lemma 3.8 and Lemma 3.9, either Q is

cyclic or non-cyclic, we observe that there are cases where ∆Q CG(∆Q) is 2-nilpotent. If
Q is one of these, then by using Lemma 4.1, we can deduce that

Res NG(∆Q)
∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
is indecomposable. Otherwise, then Q CP (Q) = CP (Q) is isomorphic to C2×C2 or C4×C4.
If CP (Q) ∼= C2 × C2, by using the same argument as in the last paragraph of the proof
of Lemma 3.7, we deduce that ∆Q CG(∆Q) is 2-nilpotent. Then by using Lemma 4.1, it
follows that

Res NG(∆Q)
∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
is indecomposable. If CP (Q) ∼= C4 × C4, then we will repeat the similar argument that
we use in Case 2. We add this argument here for completeness. Set C := Q CP (Q). If
Q = C, then C itself is F-centric. Thus Lemma 2.4 together with Lemma 4.1 implies that

Res NG(∆C)
∆C CG(∆C)

(
M(∆C)

)
= Res NG(∆C)

∆C CG(∆C)

(
Sc(NG(∆C), N∆P (∆C))

)
is indecomposable. Now assume that Q ̸= C, then Q is a proper subgroup of C, Since C
is a Sylow 2-subgroup of both Q CG(Q) and Q CG′(Q), Theorem 1 of [2] implies that C is
normal in Q CG(Q) and Q CG′(Q). Moreover, from Lemma 3.3, we have that OutF(∆Q)
is a 2-group. Hence, Proposition 2.5 of [18] implies that

NG(∆Q)/∆Q CG(∆Q) ∼= N∆P (∆Q)/∆Q C∆P (∆Q).
So it follows that NG(∆Q) = N∆P (∆Q)CG(∆Q). We can apply Lemma 2.5, and deduce
that Res NG(∆Q)

∆Q CG(∆Q)

(
M(∆Q)

)
= Res NG(∆Q)

∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
is indecompos-

able.
Hence, we show that Res NG(∆Q)

∆Q CG(∆Q)

(
Sc(NG(∆Q), N∆P (∆Q))

)
is indecomposable for any

fully F-normalized subgroup Q of P . Therefore Theorem 2.1 implies that Sc(G, ∆P ) is
Brauer indecomposable. �

Acknowledgment. The author was partially supported by Mimar Sinan Fine Arts
University Scientific Research Unit with project number 2019-28. The author would like
to thank the referee for giving useful suggestions.

References
[1] M. Aschbacher, R. Kessar and B. Oliver, Fusion systems in algebra and topology,

London Math. Soc. Lecture Series Notes 391, 2011.
[2] R. Brauer, Some applications of the theory of blocks of characters of finite groups II,

J. Algebra 1, 307-334, 1964.
[3] C. Broto, R. Levi and B. Oliver, The homotopy theory of fusion systems, J. Amer.

Math. Soc. 16, 779-856, 2003.



The Brauer indecomposability of Scott modules with vertex Q2n × C2m 1305

[4] M. Broué, On Scott modules and p-permutation modules: an approach through the
Brauer morphism, Proc. Amer. Math. Soc. 93, 401-408, 1985.

[5] M. Broué and L. Puig, Characters and local structure in G-algebras, J. Algebra 63,
306–317, 1980.

[6] D. Craven, The theory of fusion systems: an algebraic approach, Cambridge studies
in advanced math. 131, Cambridge University Press, 2011.

[7] D. Craven and A. Glesser, Fusion systems on small p-groups, Trans. Amer. Math.
Soc. 364 (11), 5945-5967, 2012.

[8] D. Gorenstein, Finite Groups, Harper and Row, New York, 1968.
[9] H. Ishioka and N. Kunugi. Brauer indecomposability of Scott modules, J. Algebra 470,

441-449, 2017.
[10] H. Kawai, On indecomposable modules and blocks, Osaka J. Math. 23, 201-205, 1986.
[11] R. Kessar, S. Koshitani and M. Linckelmann, On the Brauer indecomposability of

Scott modules Quarterly J. Math. 66, 895-903, 2015.
[12] R. Kessar, N. Kunugi and N. Mitsuhashi, On saturated fusion systems and Brauer

indecomposability of Scott modules, J. Algebra 340, 90-103, 2011.
[13] S. Koshitani and C. Lassueur, Splendid Morita equivalences for principal 2-blocks with

dihedral defect groups, Math. Z. 294, 639-666, 2020.
[14] S. Koshitani and C. Lassueur, Splendid Morita equivalences for principal 2-blocks with

generalised quaternion defect groups J. Algebra 558, 523-533, 2020.
[15] S. Koshitani and İ. Tuvay, The Brauer indecomposability of Scott modules for the

quadratic group Qd(p), Algebr. Represent. Theor. 22, 1387-1397, 2019.
[16] S. Koshitani, İ. Tuvay, The Brauer indecomposability of Scott modules with semidihe-

dral vertex, Proc. Edinb. Math. Soc. 64, 174–182, 2021.
[17] S. Koshitani, İ. Tuvay, The Brauer indecomposability of Scott modules with wreathed

2-group vertices, To appear in Rocky Mountain J. Math.
[18] M. Linckelmann, Introduction to fusion systems, Group Representation Theory, 79-

113, EPFL Press, Lausanne, 2007.
[19] H. Nagao, Y. Tsushima, Representations of Finite Groups, Academic Press, New

York, 1989.
[20] B. Sambale, Blocks with defect group Q2n ×C2m and SD2n ×C2m , Algebr. Repr.Theor.

16, 1717-1732, 2013.
[21] J. Thévenaz, G-Algebras and Modular Representation Theory, Clarendon Press, Ox-

ford, 1995.
[22] İ. Tuvay, On Brauer indecomposability of Scott modules of Park-type groups, J. Group

Theory 17, 1071-1079, 2014.


